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Abstract
Physical-layer Network Coding (PNC) was first proposed for a Two-Way Relay Channel
(TWRC) to improve the spectrum efficiency since it allows nodes to transmit simultaneously
via a relay node. This technique requires multiple nodes to transmit their packets with
accurate synchronization. Therefore, in many works of literature, centralized scheduling
with perfect synchronization has been assumed to be employed on top of PNC.

Such assumptions are not applicable in general random access multi-hop wireless net-
works. Therefore, this paper proposes a distributed MAC protocol that supports PNC in
static multi-hop wireless networks. The proposed MAC protocol is based on the Carrier
Sense Multiple Access (CSMA) strategy, where RTS/CTS frames are used to detect PNC
opportunities and to offer the appropriate scheduling of the involved transmissions that
should occur simultaneously. This packet exchange process is coordinated by the relay node
and was designed to guarantee compatibility with other conventional relaying schemes with
specific concerns for the hidden node issues. Our solution was practically tested on a real
testbed with different static wireless topologies and several physical settings.

With numerical results, we investigate the effectiveness of PNC in distributed wireless
multi-hop networks. Compared to the conventional CSMA/CA and the PNC opportunis-
tic (PNCOPP) MAC protocols, the proposed protocol’s performances are advantageous in
various scenarios, especially in large networks.

Keywords:
Multi-hop Wireless Networks, MAC protocol, Carrier-Sensing Multiple Access,
Physical-Layer Network Coding, Two-Way Relay Channel, Software Defined Radio

1. Introduction

Ad-hoc networks have been considered
a sub-class of multi-hop wireless networks
consisting of self-organized, mobile, and
eventually large-scale networks. Distinctive
features such as low establishment cost and
simple expansion have popularized those

networks as a promising technique for vari-
ous Internet of Things (IoT) applications.
However, since the capacity of these net-
works becomes increasingly constrained as
the number of users grows, one of the
main challenges is to meet the requirement
of high throughput when the network is
severely limited by interference.
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Traditionally, Medium Access Control
(MAC) protocols are designed to avoid in-
terference scenarios and limit their appear-
ance as much as possible. Recent ad-
vances in network coding have brought a
new promising approach that exploits col-
liding signals to boost network performance.

In fact, the Physical-layer Network Cod-
ing (PNC) technique was first put forward
in [1] to benefit from the interference in
wireless networks. The basic idea is to allow
nodes to transmit simultaneously and then
extract the colliding packets using appro-
priate mathematical or logical operations
rather than being ignored and deleted [2].
By this means, the data amount contained
in each transmission will be increased, the
bandwidth allocated to each node can be
utilized more efficiently, and consequently,
the overall network throughput will be im-
proved.

The idea of the PNC technique could be
illustrated using the Two-Way Relay Chan-
nel (TWRC) scenario or network, as shown
in Figure 1. In this work, we adopt the
TWRC for the PNC technique since it is the
most representative, straightforward, and
used scenario in the literature [1] [3] [4].

In this scenario, two nodes, A and B, ex-
change their data via the relay R. When
considering a Half-duplex system, where
each node has one antenna and can not
transmit and receive simultaneously, in the
traditional network (without NC), as shown
in Figure 1 (a), the throughput is two pack-
ets by four-time slots.

Using the conventional network coding
(NC) technique, as shown in Figure 1
(b), the relay encodes packets after receiv-
ing them in separate communication time
slots. The encoding function is mainly an
XOR operation for this TWRC topology [5].
Each edge node can then extract the in-

tended packet by XORing the coded packet
with the initially sent packet. Therefore,
the throughput is two packets by three-time
slots using the NC technique, and a 33.33%
of throughput improvement is achieved.

As shown in Figure 1 (c), the Physical-
layer Network Coding (PNC) takes ad-
vantage of the naturally superposed elec-
tromagnetic waves and encodes packets
through simultaneous transmissions in the
Multiple Access Phase (MAP (Slot 1)). The
encoding function of PNC can be either a
multiplicative factor that amplifies the sig-
nal or an operator that maps the superposed
signal to a series of bits representing the
encoded packet [6]. Hence, PNC further re-
duces the number of required slots and guar-
antees an improvement of the throughput
of 100% and 50% compared to the tradi-
tional and NC systems, respectively. In [4],
network-analytical results were presented to
prove the performance of the PNC tech-
nique in large networks.

In order to use and benefit from the PNC
technique, the TWRC scenarios must be de-
tected, and the PNC transmissions must be
scheduled in a synchronized manner that al-
lows such combinations. To do so and to
coordinate channel access, a well-designed
Medium Access Control (MAC) protocol is
required.

In the literature, the centralized MAC
protocols based on a Time/Frequency Divi-
sion Multiple Access (TDMA/FDMA) are
static and require centralized coordina-
tion, which is theoretically possible but is
typically challenging to implement in dis-
tributed large-scale networks [6]. Therefore,
random access-based MAC protocols were
widely adopted, mainly the Carrier Sense
Multiple Access (CSMA) based MAC pro-
tocols. However, the design of such MAC
protocols, when supporting the PNC tech-
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Figure 1: The three relaying techniques of the TWRC network.

nique, leads to high complexity since syn-
chronization on the symbol level is needed
[7] [8] [3] [9].

To the best of our knowledge, there
is no complete solution in the literature
that makes the use of the PNC tech-
nique in multi-hop wireless networks pos-
sible, taking into consideration all the pos-
sible challenges, mentioning: the full real-
time knowledge about the topology and the
neighbor node’s states required by nodes A,
B, and R to detect the PNC opportunities,
the synchronization of the edge nodes A and
B in order to send their data to the relay
node R simultaneously, and finally, the ef-
fect of the hidden stations (two nodes (sta-
tions) are hidden from each other if they are
not in each other’s transmission and inter-
ference range.) in large-scale networks.

Hence, this paper’s focus is to design a
distributed MAC protocol supporting the
PNC and considering all the related issues
previously introduced. Our solution, re-
ferred to as Distributed physical-layer Net-
work Coding MAC Protocol (DNCP), is in-
tended to be practically used in distributed
large-scale static networks as tested and
evaluated in a real testbed. DNCP is based
on the well-known Distributed Coordina-
tion Function (DCF) of the IEEE 802.11
standard [10] where nodes randomly access
the channel, and the MAC protocol detects
the opportunity to perform PNC and of-
fers the appropriate scheduling of the in-

volved transmissions that guarantees the
best throughput.

In the following, Section 2 presents the
related issues in the state of the art. Fol-
lowed by the proposed PNC MAC proto-
col (DNCP) presented in detail in the third
section. The fourth section presents the im-
plementation and the performance results
of the proposed DNCP in three different
topologies, using the Software Defined Ra-
dios (SDRs) as hardware and the GNU Ra-
dio platform as software. Finally, the fifth
section concludes our work and outlines pos-
sible future improvements.

2. Related works

The distributed control of communica-
tion networks remains a challenging area
[11],[12], [6], [13], [4], [14], [15]. Recently,
efforts on designing distributed MAC proto-
cols that cover the PNC requirements have
been proposed to make PNC applicable in
practical systems.

The authors of [11] propose an oppor-
tunistic and distributed scheduling scheme
based on the RTS/CTS (Request to Send
and Clear to Send) mechanism between
edge nodes via a relay node. However, this
prior exchange is used only to coordinate
the channel access, and the relay cannot
distinguish between the ordinary and PNC
data. It always applies the same amplify
and forward steps and cannot detect the
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PNC opportunities. Consequently, in the
case of ordinary data, there might be addi-
tional delays for independent RTS/CTS be-
tween the relay node and the edge node, re-
sulting in an 8-slot traffic pattern. Also, the
channel access control of two source nodes
uses only CTS messages, which are still un-
substantial until the two source nodes have
already been synchronized with the relay
node. On the other hand, the state infor-
mation of the source node A must be known
by the two-hop destination node B of the
TWRC network.

In [14], authors propose that the node
B of the TWRC scenario must send a spe-
cific Answer-To-Cooperate (ATC) message
to the relay so that this latter can figure
out that the subsequent transmission is a
PNC transmission. However, hidden sta-
tions (the neighbors of one and two-hops
of node A) can not figure out, whereas the
transmission is an ordinary or PNC trans-
mission. Therefore, they cannot wait un-
til the end of the PNC transmission, which
might cause collisions.

In [12], a PNC MAC protocol for wire-
less ad hoc local area networks has been
proposed. Based on the Channel State In-
formation (CSI) of the concurrent transmis-
sions of different communication pairs, the
proposed MAC protocol chooses the relay
nodes dynamically, but it is a one-hop MAC
protocol as they consider a fully connected
network.

The distributed PNC MAC protocol pro-
posed in [6] adopts a new policy by allow-
ing the relay node to initiate the transmis-
sions by sending an RTS message to the two
edge nodes of the TWRC scenario, invit-
ing them to coordinate their transmissions
within a PNC opportunity. This process
differs from the works in [11] and [12], where
the source nodes initiate the transmissions.

To do so, the authors assume that the re-
lay is already identified and has full real-
time knowledge of the neighboring state and
their MAC queues. Moreover, the authors
assume that the nodes have real-time aware-
ness of the network topology within at least
a two-hop range, making the proposed pro-
tocol impractical for real implementation.
Additionally, PNC communications will al-
ways have priority over ordinary transmis-
sions. As a result, ordinary transmissions
could never occur in some situations where
PNC chances exist.

Authors in [16] propose a method to de-
tect the PNC atoms (different scenarios of
PNC on star network) in the star topology,
based on the Point Coordination Function
(PCF) mode of the IEEE 802.11 standard in
order to skirt the problem of the real-time
knowledge about the neighboring node’s as-
sumption. The two phases of the proposed
MAC protocol are as follows: The coor-
dination point (the relay) takes data from
the edge nodes in the first phase and uses
the PCF mode’s fundamental polling mech-
anism to find PNC atoms. This relay affects
each edge node to its respective data time
slot in the second phase.

To accommodate the bidirectional traf-
fic for one-hop random-access networks, au-
thors of [13] propose an elective scheme for
an optimal choice of a helper node to serve
as a relay node in a TWRC scenario. Simi-
lar to [12], the selected helper node detects
the PNC transmissions and plays the role
of the relay node. The transmission process
is as follows: first, the source node sends
an RTS message to the destination node,
and the destination node replays by sending
a CTS message. After receiving the CTS
message, the source node waits to receive
a forwarder-to-send (FTS) frame from the
helper node that indicates whether or not
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there is a PNC opportunity. When a PNC
opportunity arises, the source and destina-
tion nodes simultaneously send their data
to the helper node, which forwards the re-
ceived PNC data to the source and desti-
nation nodes. Besides the synchronization
and hidden stations issues, this work suffers
from collisions during the optimal helper
node (relay) selection process.

An improved version of the work pro-
posed in [13] is presented in [15], where
many relaying nodes are chosen instead of
just one relay node to enhance the sys-
tem’s performance and deal with the col-
lision problem during the optimal helper
node selection phase.

To summarize the state of the art, table 1
outlines the literature’s limitations. We de-
tail these primary shortcomings of the pre-
vious works in the following points:

• The synchronization of the edge
nodes to the relay node: During the
Multiple Access Phase (MAP) of the
PNC transmission, the two edge nodes
A and B of the TWRC scenario must
be synchronized. This step is crucial
for successful PNC transmission, en-
suring that edge nodes A and B trans-
mit simultaneously. Therefore, the re-
lay node can effectively receive and
map the data from both nodes A and
B into PNC data. The synchronization
process of the two edge nodes A and B
to the relay node R requires multiple
exchanges of messages (at least two)
[17, 18, 4, 19, 9, 20, 21].

• The full real-time knowledge
about the topology and the neigh-
boring state: In order to organize and
schedule the node’s transmissions, they
must know the type of the outgoing

transmission, whether it is an ordinary
or PNC transmission. Therefore, the
network’s nodes must have real-time
knowledge about each other’s state (in-
formation about the data to be sent),
at least, the two-hop range. Thus, the
works in the literature are divided into
three categories: works that deal with
real-time knowledge with the messages
exchange [4] [14] [16], works that use
a specific typology [12] [13] [15], and
works that put assumptions [11] [6].

• The necessity of the transmission
range to reach all the network’s
nodes in one-hop networks (fully
connected networks): Some works
like [12, 13, 15] have set this require-
ment to provide real-time knowledge
about the topology and the neighbor-
ing state.

• The effect of the hidden stations:
The previous works did not consider
the effect of the hidden stations of all
three nodes of the TWRC network. At
most, they treat the hidden stations
of the edge node B and the relay R
only [11, 14, 6], whereas the hidden sta-
tions on the side of node A are not re-
solved. Therefore, those MAC proto-
cols can not be deployed in large-scale
networks.

Hereafter, we present our distributed
PNC MAC protocol DNCP, which sup-
ports the PNC technique and addresses
the abovementioned literature’s limitations,
outlined in table 1. To the best of our
knowledge, we are the first to practically
implement a distributed solution on a real
testbed using SDRs for TWRC extended
topologies (more than three nodes of the
TWRC network).
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Table 1: The literature’s limitations

Ref. Nodes
synchro-
nization

Topology
awareness

Neighbor-
ing state
awareness

Custom
topology

Hidden
station
issue

[11] X X X X
[17] X X
[12] X X
[18] X X
[6] X X
[13] X X
[4] X X X
[16] X
[19] X X
[9] X X
[20] X X
[14] X X
[21] X X
[15] X X

3. Distributed Physical-layer Net-
work Coding MAC Protocol

Applying PNC approaches in large ran-
dom wireless multi-hop networks may re-
sult in some design complexity, making
performance analysis challenging. There-
fore, most existing works use the three
TWRC nodes scenario, make many restric-
tive assumptions, and evaluate the pro-
posed solutions in the most straightforward
way. To our knowledge, there is no ex-
isting complete work ready to be deployed
in large and dense random wireless multi-
hop networks. This paper presents the first
full PNC MAC protocol, called Distributed
Physical-layer Network Coding MAC Pro-
tocol (DNCP), based on the Distributed
Coordination Function (DCF) of the IEEE
802.11 standard [10].

We address the major design considera-

tions outlined hereafter:

• Detecting PNC opportunities: Be-
fore transmitting a packet, each edge
node should check whether its data
can be coded with another data flow
so that there is coordination between
the transmitting nodes and that their
transmissions can occur simultane-
ously.

• Coordinating simultaneous trans-
missions: When performing PNC, the
source nodes carrying the packets to be
encoded must be aware of the appropri-
ate transmission time slot.

• Considering the effect of hidden
stations in large-scale networks:
Because performing PNC may not al-
ways be possible and advantageous,
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the proposed protocol should guaran-
tee compatibility with other conven-
tional relaying schemes so that ordi-
nary data transmissions (not part of a
PNC opportunity) still occur correctly.
When performing PNC, the neighbor-
ing nodes of the involved nodes in the
PNC opportunity should also be in-
formed in order to avoid destructive
collisions.

• Real-world evaluation: In order to
have a practical solution, we address
effective assumptions and try to abide
by the hardware requirements.

3.1. System Modelling
In this section, we discuss the basic prin-

ciples of the proposed DNCP protocol. To
do so, we model our network topology as
presented in Figure 2, where two nodes, A
and B, will exchange data via a relay node
R. The remaining three nodes, C, D, and
E, are hidden stations.

We assume that all nodes are static and
the edge nodes are far enough apart to re-
quire a multi-hop relaying scheme to com-
municate. We also suppose that nodes are
located at the same distance apart, and
all nodes have the same transmission/com-
munication range and the same interfer-
ence/sensing range as depicted for the relay
node in Figure 2.

All transmissions are conducted through
single-channel mode. The half-duplex re-
striction mandates that a node cannot send
and receive packets simultaneously. Note
also that links are bidirectional, which al-
lows PNC opportunities. When perform-
ing PNC, the transmitting nodes simulta-
neously transmit their original source pack-
ets, and we restrict the number of pack-
ets encoded to two so that each node in-

volved in the PNC process XOR-encodes
two packets belonging to different flows into
a single coded packet. In this paper, since
implementing a routing protocol is out of
the scope of this work, we also assume a
static routing, allowing nodes to be aware of
routes toward all the possible destinations
and the corresponding next-hop nodes in a
complete system, where all layers are im-
plemented (Physical, MAC, Network (rout-
ing), etc.). These informations could be ex-
tracted or received from the network layer
(routing protocol) in a cross-layer system.

Considering this network modeling, we
can distinguish two possible types of trans-
missions: one-hop or multi-hop transmis-
sions, according to the number of hops to
reach the final destination node. For the
one-hop transmissions, the next node is the
final destination node. Therefore, there is
only one scenario, which is a one-hop ordi-
nary transmission. Whereas, there are two
possible scenarios for the multi-hop trans-
missions: a PNC or an ordinary multi-hop
transmission. Indeed, the PNC transmis-
sion takes place if there is a PNC oppor-
tunity. Otherwise, the multi-hop ordinary
transmission occurs (if there is no PNC op-
portunity). The details of each transmis-
sion’s scenario will be presented in what fol-
lows.

For the one-hop transmissions, the same
RTS/CTS process of the DCF (IEEE 802.11
standard) will be adopted.

As the present work aims to perform
PNC, we are focusing only on multi-hop
transmissions where at least one relay node
is required to have a successful data ex-
change between any pair of nodes. Hence,
the PNC technique will be applied if there is
a PNC opportunity (i.e., two source nodes
sending two bidirectional data flows via a
relay node); otherwise, an ordinary trans-
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Figure 2: The considered network topology.

mission without the PNC technique takes
place. Hereafter, we distinguish the two
cases.

3.2. PNC Packet Exchange Process
To better understand PNC transmission,

look at the timing diagram shown by Fig-
ure 3 as an illustrative example. In this sce-
nario, node A wants to send data packet P1

to the final destination node B via the node
R. Simultaneously, node B has data packet
P2 for node A according to its queue status.
As a result, a TWRC scenario exists be-
tween the nodes A, B, and R, which will act
as a relay node. The DNCP was proposed
in order to benefit from the PNC opportu-
nities. To address the shortcomings of state
of the art, as previously noted, DNCP intro-
duces newly adopted policies based on the
Distributed Coordination Function (DCF)
of the IEEE 802.11 (RTS/CTS) standard
[10]. The node A first senses the channel
for a DIFS (DIFS: DCF Interframe Space,
SIFS: Short InterFrame Space) then sends a
Request To Send RTSAB frame to node R,
which forwards a PNC Request PNCRAB

to node B (in large-scale networks, the final
destination is replaced by the two hop des-
tination node of the source node). Since the

node B has data to A, it answers by a PNC
Confirm (PNCCAB) frame to the node R
to announce that it is ready to perform a
PNC packet exchange with node A.

The node R, then, sends back a Clear To
Send frame (CTSAB) to the edge nodes A
and B of the detected TWRC scenario. By
receiving this CTSAB frame, node A broad-
casts a final confirm frame PNCconfirm to
inform the hidden station D of the relay
node R that a PNC transmission is coming.
In parallel, the two nodes A and B start a
timeout; this timeout is used to synchronize
simultaneous transmissions between the two
nodes A and B. It will allow node B to
wait until node A sends its control frame
PNCconfirm. Node A also waits for the
same timeout as node B after receiving the
CTSAB frame to synchronize their simulta-
neous data transmissions.

Then, the two nodes already coordinated,
transmit their respective data packets P1

and P2 simultaneously to the relay node
R, which maps the two received packets
into a PNC data packet PNCDATAP1P2 .
Each edge node receiving the coded packet
correctly decodes it and replies with an
acknowledgment frame ACK to the relay
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node, indicating the end of this PNC trans-
mission.

If these ACKs are sent at the same time,
the relay will receive superposed (over-
lapped) ACKs. In this work, we adopt
the relaying technique Decode and Forward
(DAF) combined with the OFDM technol-
ogy as described in section 4 to help the
relay node to extract and decode the super-
posed ACK frames received from the two
edge nodes A and B. Many other tech-
niques proposed in [22, 23, 24, 25, 26, 27, 28]
could be used for that purpose for which the
main differences are about channel state in-
formation (CSI), carrier offset, modulation,
and synchronization.

Therefore, the reception of the ACKs in-
dicates that both A and B, respectively, are
confirming the reception of the data packet
PNCDATAP1P2 . Otherwise, the relay node
will receive only one ACK packet or not re-
ceive any ACK frame at all, which will be
addressed as failed transmission, and the
relay node will perform the exception han-
dling accordingly as in subsection 3.5.

3.3. Multi-hop Ordinary Transmission

In this case, as shown in Figure 4, when
the relay forwards to B the request of a
PNC exchange with A and since node B
does not have any data to transmit to A
at the same time, it sends back a Negative
PNC frame (NEGPNC) to indicate that it
is ready to receive the data packet from A
but cannot collaborate in a TWRC scenario.
Therefore, the relay node sends a simple
CTSA control frame to inform the source
and the destination nodes A and B, respec-
tively, that a multi-hop ordinary transmis-
sion is coming. After which, a unicast relay-
ing scheme is employed to deliver A’s packet
to B with respect to the conventional IEEE

802.11 MAC protocol and the traditional
NAV setting for hidden stations.

3.4. NAV Setting

This subsection presents the Network
Allocation Vector (NAV) lengths (time
length) for the different aforementioned sce-
narios. This technique is called Virtual Car-
rier Sensing (VCS) [29], which is used by the
hidden stations (nodes D, E, and C) other
than the TWRC nodes (A,B, and R) in or-
der to sleep (do not transmit) during the
PNC or Ordinary transmissions to prevent
collisions.

In our examples shown by Figure 3 and
Figure 4, for PNC and multi-hop ordinary
transmissions, respectively, there are three
hidden stations, nodes D, E, and C. The
NAV of the two nodes D and C have two
phases. The first phase is used before the
reception of the message, which indicates
whether there is a PNC transmission or not.
The second stage is used after the encoded
data message, which represents an update of
the NAV based on the type of the upcom-
ing transmission. For the node E, its NAV
only has one stage, which begins after re-
ceiving the message PNCCAB or NEGPNC

for PNC or Multi-hop ordinary transmis-
sion, respectively.

The NAV of the first node D (neighbor
of node A) will be updated after receiv-
ing the PNCCONFIRM or ORDCONFIRM

(Ordinary confirm) message, which indi-
cates whether the transmission is a PNC or
ordinary transmission, whereas the second
node C updates the NAV after the recep-
tion of the CTSAB or CTSA message. The
node E updates its NAV after receiving the
PNCCAB or NEGPNC message, which al-
ready indicates the type of the upcoming
transmission.
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Figure 3: Example of a multi-hop PNC transmission.

The NAV’s time lengths of nodes D, C,
and E are computed by Equations 1, 2, and
3 for the multi-hop PNC transmission, and
by Equations 4, 5, and 6 for the multi-hop
ordinary transmission, respectively:

TNAVD_PNC = 6TSIFS + TPNCRAB
+ TPNCCAB

+TCTSAB
+ TPNCconfirm

+ TP1

+TPNCDATAP1P2
+ TACK

(1)
TNAVC_PNC = 5TSIFS + TPNCCAB

+ TCTSAB

+TPNCconfirm
+ TP1 + TPNCDATAP1P2

+ TACK

(2)
TNAVE_PNC = 4TSIFS + TCTSAB

+ TPNCconfirm

+TP2 + TPNCDATAP1P2
+ TACK

(3)

TNAVD_ORD = 7TSIFS + TPNCRAB

+TNEG_PNCAB
+ TCTSA

+ TORDconfirm

++ 2TP1 + 2TACK

(4)
TNAVC_ORD = 6TSIFS + TNEG_PNCAB

+ TCTSA

+TORDconfirm
+ 2TP1 + 2TACK

(5)
TNAVE_ORD = 5TSIFS + TCTSA

+ TORDconfirm

+2TP1 + 2TACK

(6)

3.5. Handling Exceptions

We presented in Section 3.2 and 3.3
the basic process of PNC and Multi-hop
Ordinary packet transmission, respectively.
This section presents the exceptional cases
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Figure 4: Example of a multi-hop ordinary transmission.

caused by frame loss (or corruption) and in-
troduces how DNCP handles these cases.

We discuss the most critical cases, de-
pending on the lost frame, as follows:

• PNCCAB orNEG_PNCAB:
This means that the node B did not
receive the PNCRAB message of the
relay node R, or it does not exist.
Therefore, the node R sends a CTS
message (the same as the RTS/CTS
process of the DCF) to authorize a
one-hop ordinary transmission with
node A.

• CTS or CTSAB or CTSA: In this
case, there are two situations. The first

one is that the node A wants to send
a one-hop packet, and it did not re-
ceive the CTS message, the same as
the RTS/CTS process of the DCF. So,
it cancels the transmission and tries
again in another round. In the second
situation, the node A wants to send a
multi-hop packet, and it did not receive
a CTSAB or CTSA message. In this sit-
uation, the nodes A, B, and C all are
concerned. The nodes A and B cancel
the transmission and try again in an-
other round. However, the node C will
not update its NAV and considers that
the transmission has failed.
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• PNCconfirm or ORDconfirm :
Here, the node D will not update its
NAV , which means the transmission
failed.

• ORD_DATA : Here, there are three
situations: the first is during one-hop
packet transmission. In this case, the
node R or any receiving node cancels
the transmission and considers that
the transmission has failed. The sec-
ond case is during multi-hop ordinary
packet transmission. Here, either node
R or B, consider that the transmission
has failed. Finally, the third situation
is a PNC packet transmission. If the
relay node receives only one ordinary
data packet from one edge node, it for-
wards this data to the other destination
edge node and considers it a multi-hop
ordinary transmission. However, if it
did not receive any ordinary data, it
cancels the transmission and considers
that it has failed.

• PNC_DATA: If one of the edge
nodes A and B, or the two, did not re-
ceive the PNC_DATA, they consider
that the transmission has failed and try
again in another round.

• PNC_ACK : If the relay node
R receives only one PNC_ACK for
one edge node, it sends the received
PNC_DATA in another round to the
other edge node. Whereas, if it did not
receive any PNC_ACK, it broadcast
the received PNC_DATA in another
round to both edge nodes A and B.

• ACK : If a node did not receive
an ordinary ACK, it considers that
the transmission has failed and tries to

send this ordinary DATA again in an-
other round.

• Duplicate packets : If a node re-
ceives a duplicate PNC or ordinary
data packet, it sends a PNC_ACK or
ACK, respectively, and deletes the re-
ceived data packet.

The flowcharts shown in Figure 5 and
Figure 6 summarize all the possible cases
(sent, received, and lost frames) of the
DNCP for the source node and any receiv-
ing node (relay, destination, and hidden sta-
tion), respectively.

To sum up, the DNCP protocol stands for
the following outlined policies that make it
reliable, practicable, and suitable for multi-
hop large-scale networks:

• Reliable coordination: Involved
nodes in the TWRC scenario could
carry their clock information in the
control frames (RTS, CTS, ...) to co-
ordinate the channel access between
them and guarantee a simultaneous
data transmission when performing
PNC. The initial synchronization of
the clocks of the nodes can be inspired
from [30], [17], [19], [18], [4], [20], [9],
and [21].

• No full real-time knowledge: Us-
ing the DNCP, all information required
to check and maintain a PNC opportu-
nity is either local or extracted from
the control frames. Therefore, there
is no need for full real-time knowledge
about the topology or the queuing sta-
tus of neighboring nodes.

• No additional delays due to empty
time slots: DNCP is a distributed
MAC protocol, which implies that it
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does not suffer from the delay linked
to the static TDMA-like MAC proto-
cols, where there can be empty time
slots and not used [3] [4].

• No necessity of dedicated network
topologies: DNCP does not require
specified or dedicated topologies to be
deployed (for example, the transmis-
sion range to reach all the network’s
nodes as in [12, 13, 15]). Therefore, it
can be deployed on any multi-hop wire-
less network.

• No hidden station’s problem:
Thanks to an efficient NAV configu-
ration mechanism coupled with a sys-
tematic exchange of control messages,
the hidden stations can properly delay
their access to the channel and thus
avoid what was initially called ”de-
structive interference”.

3.6. Framing
In this subsection, we discuss the fram-

ing of the proposed DNCP protocol. The
frames are designed to contain the neces-
sary information, as discussed in previous
sections. Figures 7 (a) and 7 (b) summa-
rize the formats of control and data frames,
which are modified according to the IEEE
802.11 standard.

The MAC header is illustrated in Figure
7(c), which includes the type of the mes-
sage (Frame control), the duration, the des-
tination MAC address, the source MAC ad-
dress, the final destination MAC address,
the Access point’s Basic Service Set (BSS)
MAC address, the sequence number (Se-
quence number 1), and the sequence num-
ber (Sequence number 2) of the second data
frame if the data frame is a PNC data.

4. Implementation and Results

In this section, we present a real im-
plementation of the DNCP using a Soft-
ware Defined Radio (SDR) based testbed.
More specifically, we have used GNU Ra-
dio [31] as software and Universal Soft-
ware Radio Peripheral (USRP) [32] as hard-
ware. The version of the GNU Radio used is
3.7.14, which is well-documented and sup-
ported. While for the hardware, we used
the FIT/CorteXlab testbed [33], particu-
larly the USRPN2932.

4.1. Experimentation Setup
To begin with, we used the TWRC net-

work shown in Figure 8 to infer how the
DNCP would behave with the TWRC sce-
narios.

Next, in order to analyze the impact
of the hidden station’s problem on our
solution, we adopted the topology shown
in Figure 9, which we refer to as the
FullTopology.

We consider, as illustrated in Figure 9,
that nodes A and B are, on the one hand,
involved in a TWRC scenario via the re-
lay node R and, on the other hand, are
exchanging data flows with their respective
neighbor nodes D and E. This data config-
uration was motivated by the need to have
ordinary transmissions as well as PNC ones.

Finally, the Line topology, depicted by
Figure 10, is used to deduce the effects of
successive relays in a large-scale multi-hop
network. In this topology, the two edge
nodes, A and F , are exchanging data simul-
taneously via the intermediate nodes B, C,
D, and E. Thus, each intermediate node in
this scenario could be a relay node.

We built a three-layered prototype using
the GNU Radio Platform where the applica-
tion layer generates data packets, the MAC
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Figure 5: Flowchart of the source node.
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Figure 6: Flowchart of the relay, destination, and hidden station.
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Figure 7: DNCP’s MAC Frame.

Figure 8: The TWRC Topology.

layer implements our protocol DNCP, and
the Physical layer performs on WIFI pro-
posed in [34] [35].

For the application layer, the block Mes-
sage Strobe 1 of the Debug Tools GNU ra-
dio module is used to create data pack-
ets from text. However, we built a new
GNU Radio module for the MAC layer for
our proposed MAC protocol called DNCP.
We based our implementation on the well-
known CSMA/CA MAC protocol proposed
in [36].

1https://wiki.gnuradio.org/index.php/
Message_Strobe

Node synchronization was the first chal-
lenge we had to handle in our implemen-
tation. All the existing distributed clock
synchronization protocols that provide the
level of synchronization required by the
PNC technique are either implemented on
an Application Specific Integrated Circuit
(ASIC) [37] or a Field Programmable Gate
Array (FPGA) [38] [9]. These solutions
are not compatible with the General Pur-
pose Processors (GPP) based SDRs, where
most signal processing operations are per-
formed in the personal computer on top
of the SDR, and the synchronization does
not take place according to deterministic
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Figure 9: The full topology.

Figure 10: The Line topology.

time sequences as in ASIC and FPGA plat-
forms [9]. To the best of our knowledge,
all the existing implementations that ensure
the level of synchronization required by the
PNC technique are centralized and based,
either on Global Positioning System disci-
plined Oscillators (GPSO/GPS) [24] [25],
or based on the SDR’s Gigabit Ethernet
[9] [39], for example using the Ettus Octo-
clock [40]. When dealing with distributed
implementations, we used OFDM technol-
ogy [41] to avoid such a level of synchro-
nization [42, 22, 43, 20, 44, 45] where all the
schedules are done using the control bea-

con frames as in the 802.11 standard [10]
[22] and no more additional overhead is in-
curred.

When focusing on the physical layer, the
key challenges were timing and frequency
asynchrony in wireless transmissions due
to the mismatch between the transmitter
and receiver hardware clocks and channel
effect [43][46]. Carrier Frequency Offset
(CFO) between the transmitter and the re-
ceiver would cause inter-subcarrier interfer-
ence if left uncorrected. Then, to tackle
these challenges, the timing offset and the
frequency offset have been estimated with
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OFDM Synchronizer block performing the
Schmidl-Cox algorithm as described in de-
tail in our previous work [47]. The main
idea of this solution is to take advantage
of the OFDM frame structure to find the
starting point of the frame as well as esti-
mate and suppress the frequency offset of
received symbols.

At the MAC layer, the result of our new
module is a GNU Radio Companion (GRC)
block called DNCP 2 as shown in Figure
11. This block comprises multiple ports and
parameters as summarized in Table 2 and
Table 4, respectively.

It is worth noting that the parameter
ALPHA is used to multiply the time slot,
the SIFS, and the DIFS in order to increase
the waiting time of the MAC layer since all
the processes will be done by the GNU Ra-
dio software, which is not fast enough com-
pared to integrated FPGA’s software [48].
The parameter Threshold refers to the re-
ceived power limit for which the channel is
considered busy.

The MAC and PHY layer’s parameters
are shown, respectively, in Table 3 and Ta-
ble 4, which are the default parameters rec-
ommended in literature [36].

In a prior experiment, we first check the
channel state when idle and during trans-
mission. This helps us to estimate the
noise made by neighboring nodes properly
and to correctly configure the signal power
for which the channel is considered busy
in our experiments. Figure 12 shows the
channel’s state during transmission and idle
mode. During the idle mode (green dashed
line), the received signal power is always
around −100dBm since the CorteXlab en-
vironment is isolated (indoor environment),

2https://cloud.irit.fr/s/
dxUIXdqeLHAzCFM

whereas, during the transmission mode (red
continued line), there are four levels of the
received signal power. The first level is
around −100dBm, which indicates that no
transmission is taking place at this time (or
idle). The other levels (around −80dBm,
−60dBm, and −40dBm, for weak, medium,
and high signal power, respectively) repre-
sent that a transmission is taking place. In
our experiments, we consider the medium
signal power (−60dBm) as a threshold to
indicate that the channel is busy by data
transmissions, and any other weak signal
(lower or equal to −80dBm) is considered
noise.

The DNCP’s performances are evaluated
for the three aforementioned TWRC, Line,
and Full topologies and are compared with
the conventional CSMA/CA MAC protocol
and the opportunistic protocol (PNCOPP)
proposed in [11] using four metrics: the
throughput, the delay, the packet loss rate,
and the packet drop rate since these metrics
are the most impacted by the PNC tech-
nique. Each experiment lasted 50 minutes
and was repeated five times. The considered
confidence interval for the results is 95%.

4.2. Results Analysis

The average throughput of all the nodes
is expressed in Kbits/s and measures the to-
tal number of bits of received packets during
the experimentation period.

In order to estimate the overall delay in-
duced by our MAC protocol, we estimate
the average local delay of each data frame
for each experiment. This delay identifies
the average time between entering the lo-
cal MAC layer buffer and transmitting the
corresponding signal by the physical layer
during a successful data packet transmission
between any pair of nodes. We assume that
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Figure 11: The DNCP GRC block.

Table 2: Description of Ports used in the DNCP GRC Block

Ports Description
Frame to app Sends a data frame from the MAC layer to the application layer
Frame to phy Sends a data frame from the MAC layer to the physical layer
Frame request Requests a frame from the packet queue
Request to CS Requests the Carrier Sense (CS) of the transmission channel
Freq to SDR Changes the frequency of the transmitting SDR
Frame from buffer Receives a data frame from the application layer to the MAC layer
Frame from phy Receives a data frame from the physical layer to the MAC layer
CS in Receives the value returned by the Carrier Sensing operation

there are no buffering delays in the phys-
ical layer so that the received data frame
from the MAC layer is immediately trans-
mitted. Also, we counted only successful
transmissions for which the sending node
received a positive acknowledgment. This
period includes all potential delays for queu-
ing, channel access, control frames trans-
mission, inter-frame spaces, Etc.

The third metric is the packet’s loss rate,
which is computed based on the ratio of
the number of lost packets from all the sent
packets. This loss may be caused by error,

data corruption, destructive interference, or
breakable links, and we do not consider loss
caused by saturated buffers.

Finally, the fourth metric is the packet’s
drop rate, which represents the ratio of
dropped packets from all sent ones. We con-
sider that a packet is dropped only if the
MAC layer buffer is full or the maximum
number of sending retries is reached. This
metric estimates the impact of PNC trans-
missions on ordinary transmissions.

The performance results of the proposed
DNCP, the PNCOPP, and the well-known
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Table 3: MAC Layer Configuration

Parameters Values
Size of the application layer buffer 250 data frames
Size of the local MAC layer buffer 3 data frames
Average delay of the GNU Radio block 1000 µs (1ms)
Maximum retries to send a data packet 10
Physical layer delay to receive a data frame 1 (µs) for a maximum distance of

300m between two nodes
CWmin 16
CWmax 1024

Figure 12: Channel State Check.

CSMA/CA MAC protocols on the men-
tioned topologies are presented in the fol-
lowing sections.

4.3. Results of the TWRC topology
This section presents the results of the

DNCP, PNCOPP, and CSMA/CA MAC
protocols on the TWRC network. For this
simple topology, we first study the impact of
the modulation technique on the network’s
performance. This choice was motivated by
the analysis made in a previous work [49],
which revealed an important correlation be-
tween the modulation technique used in the
physical layer and the performances drawn
from the PNC. Indeed, it was proven that

OFDM-based PNC is vulnerable to carrier
frequency offset (CFO), which can be in-
duced by node mobility and/or local oscil-
lator (LO) mismatch between transmitters
and receivers. This CFO cannot be esti-
mated and eliminated in PNC at the re-
lay node, which generally faces two differ-
ent CFO values from the edge nodes A and
B. CFO in PNC results in not only the
inter-carrier interference (ICI) between the
subcarriers of nodes A and B, but also a
relative phase offset between the received
constellations of nodes A and B, and both
will cause performance loss in PNC, espe-
cially for high-order modulations including
QPSK [50] [51]. The rationale behind this
first set of experiments is to evaluate our
MAC protocol under different modulations
in order to figure out the more appropriate
PHY configuration to obtain the best per-
formances.

The results of five experiments of each
configuration are considered. Each com-
position experiment has been running for
two minutes: for example, the sample rate
10MHz with the modulation BPSK1/2, and
so on.

To take a broader view, Figures 13(a),
13(b), 13(c), 13(d) show the results average
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Table 4: PHY Layer Configuration

Parameters Values
Central frequency f f = 2.45GHz
Shift frequency β β = 250KHz
Frequency 1 f + β
Frequency 2 f − β
Sample Rate 10MHzs
Modulation BPSK1/2 (1/2 is the code rate), BPSK3/4

, QPSK1/2, QPSK3/4, 16QAM1/2,
16QAM3/4, 64QAM1/2, and 64QAM3/4

Transmission Power 0.75 (Normalized gain ∈ [0.0, 1.0])
Received Gain 0.03 (Normalized gain ∈ [0.0, 1.0])
Threshold CS -60
Alpha 10
DATA packet’s length 500 bytes
Data packet’s production time interval 500 ms

of all the modulations used for the through-
put, delay, packet loss rate and packet drop
rate, respectively.

For the throughput, the DNCP outper-
forms the CSMA/CA MAC protocol regard-
less of the modulation used, except for the
64QAM modulation.

For all the performance metrics, we note
that the modulation QPSK gives the best
performance. Results also show that the
higher the M-PSK modulation order, the
higher the performance is, whereas, for the
M-QAM modulation, the higher the mod-
ulation order is, the lower the performance
is. The reason is that the M-QAM mod-
ulation is highly affected by the received
Signal Noise Ratio (SNR) or Signal to In-
terference plus Noise Ratio (SINR), which
requires higher levels of transmitter power
and Receiver gain, especially with the PNC
transmissions, where two signal received at
the same time, in contrast with the MPSK
modulation, which is highly resistant to the

SNR or SINR [52, 53, 24, 54, 55, 56].
We easily determine that for all the per-

formance metrics, DNCP outperforms the
conventional CSMA/CA protocol except for
M-QAM modulation.

This is caused by the Decode-and-forward
(DAF) method used for PNC transmissions.
Indeed, when using DAF with binary phase-
shift keying (BPSK) or quadrature phase-
shift keying (QPSK) modulations, the su-
perposed signal can be mapped to the coded
signal with the XOR operation. However,
the XOR mapping method may not be suit-
able for higher-level modulations [52].

Thus, in some cases, using this modu-
lation, the encoding/decoding process will
lead to erroneous packets, therefore re-
transmitted or ignored, which explains the
drop in performance of our protocol in these
scenarios.

Figures 13(a), 13(b), 13(c), and 13(d)
also show the good performance of the PN-
COPP over the DNCP and CSMA/CA for
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(a) (b)

(c) (d)

Figure 13: Results for the TWRC topology.

all the metrics. The reason is that the
PNCOPP is particularly designed for the
TWRC network (3 nodes only) and pro-
duces, therefore, the minimum possible con-
trol frames, the lowest delay, and the best
throughput.

4.4. Results of the Full topology
In this section, we present the results of

the DNCP, PNCOPP, and the CSMA/CA
MAC protocols over the Full topology to
see the hidden stations’ effect on the TWRC
network.

As we presented before, the most suitable
modulation for the presented system is the
QPSK3/4 modulation. Therefore, besides

the parameters shown in Table 4, we used
the modulation QPSK3/4 and the sample
rate 10MHz.

For figures 14 (a), 14 (b), 14 (c), and
14 (d), the results represent the minimum
(Min), average (Avg), and maximum (Max)
metrics values of five experiments (with con-
fidence interval 95%). Each experiment
took 50 minutes, and every 10 minutes, the
results values were taken to see the stability
of the MAC protocols over time.

For all performance metrics, we can note
that DNCP always outperforms the PN-
COPP and conventional CSMA/CA MAC
protocols, except for the packet’s loss rate
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(c) (d)

Figure 14: Results of the Full topology.

metric, where the results of the DNCP and
CSMA/CA MAC protocols are almost iden-
tical.

It can be observed from this figure
that the throughput gain of DNCP over
CSMA/CA is about 1.82, which approaches
the theoretical result of 2 as discussed in
Section 1, and about 1.39 over PNCOPP.

Compared to the throughput obtained
with the simple TWRC topology, in full
topology, the throughput decreases slightly
because of collisions or what we refer to
as destructive interference caused by the
channel contention, which becomes intense
with the increasing node number. This ob-

servation is particularly significant for the
PNCOPP, which suffers from the hidden
station issue since it is not designed to per-
form in large networks and does not use
any control frame to reserve the channel,
which makes it vulnerable to hidden termi-
nal problems.

The error bars also show that the results
of the DNCP MAC protocol are not very
distracting, indicating our solution’s stabil-
ity.

In terms of delay, when it is an ordinary
transmission, the DNCP will have the same
behavior as the conventional CSMA/CA
and PNCOPP and, therefore, achieves the
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same delay. Though, when dealing with
PNC opportunities, DNCP requires an ad-
ditional exchange of control messages in or-
der to coordinate the two transmissions si-
multaneously, then more delays. Also, the
increased throughput achieved by DNCP
allows more packets to enter the network,
and consequently, packets may have to wait
longer in the queue. However, this delay is
compensated by using single access control
for two transmissions simultaneously and
using a new policy to avoid the destructive
interferences caused by the hidden sta-
tion, which explains the gain in delay pro-
vided by our DNCP protocol compared to
CSMA/CA and to the PNCOPP which suf-
fer from destructive interferences caused
by the hidden stations.

The packet loss is minor and almost the
same for the DNCP and CSMA/CA pro-
tocols. This is due to a robust physical
layer using the QPSK modulation tech-
nique coupled with reliable hidden nodes
management at the MAC layer, which con-
siderably reduces packet losses caused by
transmission errors or interference. Nev-
ertheless, for the PNCOPP MAC protocol,
which gives the worst performance in terms
of packet loss rate due to its vulnerability to
hidden terminal problems and destructive
interferences as it does not include any
control frame to reserve the channel prior
to the data transmission.

4.5. Results of the Line topology
The Line topology is used to study the

DNCP behavior when successive relaying
nodes are added to the system.

It can be observed from Figure 15 that
DNCP outperforms both the conventional
CSMA/CA and the PNCOPP MAC proto-
col, with, respectively, an average through-
put gain of 1.72 and 1.40. However, com-

pared to TWRC and full topologies, the
overall performance slightly decreases be-
cause the additional relay processing may
result in more end-to-end delays, which con-
sequently reduces the number of transmit-
ted packets. Nevertheless, considering a sin-
gle PNC opportunity between nodes A and
F considerably reduces the risk of collisions,
loss, and drop of packets, which justifies the
stability of these results compared to pre-
vious topologies. Moreover, as we consider
static networks (because routing issues need
to be considered in a network with mobil-
ity, which is beyond the scope of this pa-
per), it is not likely to have link failure for
DNCP, PNCOPP, and CSMA/CA proto-
cols, which explains the fairly low values of
the loss rates.

In order to assess the goodput of our
proposal, we evaluated, for the three con-
sidered topologies, the overhead involved
by the PNC orchestration. Results are
depicted in Figure 16. For all scenar-
ios, PNCOPP gives the best performance
for the overhead compared to DNCP and
CSMA/CA. Indeed, to exchange two pack-
ets in a PNC transmission, PNCOPP needs
only four control frames (RTS, CTS,
2 ACK), while DNCP uses seven con-
trol frames (RTSAB, PNCRAB, PNCCAB,
CSTAB, PNC_CONFIRM , 2 ACK) and
CSMA/CA uses 12 control frames (4 RTS,
4 CTS, 4 ACK), which explains these find-
ings. However, for Full and Line topologies,
the results of DNCP are close to those of
PNCOPP as DNCP compensates the large
number of control frames used by the in-
creasing number of PNC opportunities it
detects. It can also be explained by the
new policy introduced by DNCP to avoid
the hidden station problems and the conse-
quent losses.
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Figure 15: Results of the Line topology.

5. Conclusion

In this paper, we have proposed the
Distributed physical-layer Network Coding
MAC Protocol (DNCP), which extends the
IEEE 802.11 MAC protocol to support
PNC.

The basic idea of our proposal was to de-
tect the opportunities of PNC by using con-
ventional RTS/CTS frames and to coordi-
nate the channel access between the con-
cerned source nodes via a common relay
node to carry simultaneous transmissions.

The focus of the proposed protocol is on
compatibility with other conventional relay-
ing schemes so that ordinary data transmis-

sions (not part of a PNC opportunity) still
occur correctly. Several mechanisms were
proposed to address such issues caused by
the hidden node problem, such as NAV en-
hancement and ACK diversity, which has
led to a reliable packet exchange that avoids
destructive interference.

In order to have a practical solution, we
addressed effective assumptions related to
the hardware requirements and the network
topology, and we carried out a real-world
evaluation using an SDR-based testbed.
The DNCP’s performances are evaluated
for the TWRC, Line, and Full topologies
and are compared with the conventional
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(a) TWRC topology

(b) Full topology

(c) Line topology

Figure 16: Overhead results.

CSMA/CA MAC and PNCOPP MAC pro-
tocols [11] using four metrics: the through-
put, the delay, the packet loss rate, and the
packet drop rate since these metrics are the
most impacted by the PNC technique.

The experimentation results show that
the proposed DNCP brings considerable
throughput improvement in various scenar-
ios while maintaining a similar trend to the
packet loss results. It follows that DNCP is
advantageous, particularly for throughput-
sensitive applications of wireless networks.

A deeper analysis of the multi-relay line
topology is worth investigating in the fu-
ture. Moreover, as we considered, in this
work, a static routing, we intend, in the fu-
ture, to couple and adapt the PNC tech-
nique and the MAC level scheduling to have
an opportunistic routing capable of direct-
ing the data packets on the paths that sup-
port the PNC opportunities.
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